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Abstract

In this paper, a parameter-information and its minimum variance have been focused as performance indicators for the growth and decay of the industrially important bacterial population. A statistical inference technique with its computing algorithm has been employed to numerically demonstrate the use of the model under consideration as an innovative aspect of the bioinformatics computing related to bacterial population.

1 Introduction

Information theory is a branch of applied mathematics and engineering. This science involves the measurement and quantification of information which is used in various fields such as statistical inference, networks communication, molecular codes model selection in ecology and neurobiology with quantum computing. Thus, we can say that the field is at the intersection of mathematics, statistics, computer science and biology etc which perhaps a computing science requires this kind of intersection. Information theory is generally considered to have been founded in 1948 by Claude Shanon in his work a mathematical theory of communication having key paradigm of information over noisy channels. It is closely related with cybernetics, computing, complexity science, informatics, machine learning and system sciences etc. Likelihood function is a function of the
parameter of a statistical model that has a prominent role in the theory of statistical inference. In non-technical parlance, likelihood is usually a synonym for probability but in statistical usage there is a clear distinction. Probability tells us to predict unknown outcomes based on known parameters, whereas likelihood tells us to estimate unknown parameters based on known outcomes. Reversing this concept, we can construct the likelihood function: given outcome A, use the likelihood function \( L(B|A) \) to reason about parameter B. Formally, a likelihood function is a conditional probability function. A W F Edwards [5] defined support as the natural algorithm of likelihood ratio and support function is defined as the natural logarithm of the likelihood function and score function is defined as the partial derivative of likelihood function with respect to population parameter. The Fisher information is a way of measuring the amount of information that an observable random variable carries about an unknown population parameter upon which likelihood function depends. The likelihood function is the joint probability of the data, the random variables, conditional on the value of parameter, as a function of it. Since the expectation of the score is zero, the variance is simply the second moment of the score, the derivative of the log of the likelihood function with respect to parameter. Hence the Fisher information can be written as the expectation with respect to the observations X, of the squared score (vide Savage [10]). A random variable carrying high Fisher information implies that the absolute value of the score is often high. The Fisher information is not a function of a particular observation, as the random variable X has been averaged out. The concept of information is useful when comparing two methods of observing a given random process. Thus Fisher information is also defined as the negative of the expectation of the second derivative of the log of pdf with respect to \( \theta \). Information may thus be seen to be a measure of the sharpness of the support curve near the maximum likelihood estimate of \( \theta \). In a simple language, we can say that low expected second derivative will give us low information and while a sharp one having a high expected second derivative will give us high information. The Cramer-Rao inequality states that the inverse of the Fisher information is a lower bound on the variance of any unbiased estimator of population parameter \( \theta \). Bacteria are very useful for our life and scientific development (vide Lesk [1] and Marketa and Baum [13] as follows:

For food, microorganisms are used in brewing, winemaking, baking, pickling and other food-making processes. They are also used to control the fermentation process in the production of cultured dairy products such as yogurt and cheese.

For energy, microbes are used in fermentation to produce ethanol, and in biogas reactors to produce methane. Scientists are researching the use of algae to produce liquid fuels, and bacteria to convert various forms of agricultural and urban waste into usable fuels.

In science, microbes are also essential tools in biotechnology, biochemistry, genetics, and molecular biology. The yeasts (Saccharomyces cerevisiae) and fission yeast (Schizosaccharomycyes pombe) are important model organisms in
science, since they are simple eukaryotes that can be grown rapidly in large numbers and are easily manipulated. In the field of warfare, in the middle ages, diseased corpses were thrown into castles during sieges using catapults or other siege engines. Individuals near the corpses were exposed to the deadly pathogen and were likely to spread that pathogen to others.

In the health sector, microorganisms can form an endosymbiotic relationship with other, larger organisms. For example, the bacteria that live within the human digestive system contribute to gut immunity, synthesise vitamins such as folic acid and biotin, and ferment complex indigestible carbohydrates. In the sector of immunology and diseases control, microorganisms are the cause of many infectious diseases. The organisms involved include pathogenic bacteria, causing diseases such as plague, tuberculosis and anthrax; protozoa, causing diseases such as malaria, sleeping sickness and toxoplasmosis; and also fungi causing diseases such as ringworm, candidiasis or histoplasmosis. Decomposition required to cycle nitrogen and other elements back to the natural world. Also hygiene is the avoidance of infection or food spoiling by eliminating microorganisms from the surroundings. As microorganisms, particularly bacteria, are found practically everywhere, this means in most cases the reduction of harmful microorganisms to acceptable levels. For example, a food sample might be analyzed on three different nutrient mediums designed to indicate the presence of "total" bacteria (conditions where many, but not all, bacteria grow), molds (conditions where the growth of bacteria is prevented by e.g. antibiotics) and coliform bacteria (these indicate a sewage contamination). Long and Pace [3] and Kussell et.al [4] have discussed various diversity analysis of bacteria in differential survival environments. Shuler et.al [11] presented a mathematical model for the growth of single bacteria. They also presented the results of investigation on the effect of the mean and variance of the individual lag time and the initial cell number on the mean and variance of the population lag time. A mathematical model for the growth process of the bacterium Bacillus subtilis is described by Attai [12]. The model is a highly structured one. The driving motivation for development of the model and explicit accounting of major interactions of metabolic networks in the model is related to our eventual goal that the model will be used in the analysis of complex biological patterns. Kenneth and Kamau [9] reviewed the history of growth theories by showing how classical growth models may be derived as special cases of a generic growth rate equation. They used linear combinations of growth and survival models to represent complex growth/survival curves and give practical examples utilizing nonlinear regression analysis. Often, bacteria are very small in the order of micrometers (10^-6 meter) in the length. 1 μm length contains about 1000 bacteria, placed end to end in one millimeter length like a width of a pencil line. The growth and decay of bacteria is very simple in terms of mathematics that is governed by the binary fission. It shows that original cell doubles itself and divides into two genetically identical cells. Before fission, DNA replication takes place and each cell gets complete genome from pristine
one and therefore called daughter cells. This phenomenon of growth and decay of inoculum of bacteria positions an inquisitive quest related to its parametric information that can be exploited for their optimal utilization for industrial and scientific developments.

Quantification of low and high parametric information is believed to result into high and low sensitivity of estimator’s variance which is meant for estimating the population parameter connected with industrially important bacterial population (vide Stephen [17] and Schervish [18]. Extensively reviewed literature corroborate that we sufficiently lack the significant work in the bioinformatics computing of parametric information connected with industrially important bacteria (vide Jean and Cedric [8]). With this objective in the mind, we propose in this paper a bioinformatics computing of parametric information connected with growth and decay of industrially important bacterial population as a novel endeavour in this field. An elegant mathematarical modelling and then computing algorithm related to parametric information of bacterial population have been developed and search program has been executed to numerically compute the performance indicators for exhibiting the use of the model under consideration. This paper has been organized in various sections such as introduction, model development and its analysis, computing algorithm and its tabular and graphic presentation, with conclusion.

2 Model Development and its Analysis

3 Development of Computing Algorithm and Numerical Demonstration

4 Open Problem

In the development and analysis of bacterial population model; growth, decay and life-cycle indicators are very important for predictive findings in this sort of investigation. We have so far attempted deterministic and inference approaches for such kind of model and bioinformatics computing was conducted for efficiently analyzing and demonstrating the model under consideration. Still, the problems connected with bacterial growth in fuzzy as well as in neural networking environments are open for further researches making the model more efficacious than previous ones because soft computing based on fuzzy and neural network
systems is more versatile and productive than deterministic and probabilistic environments.

5 Conclusion

We have computed an informatics parameter as an efficient apparatus of sensitivity because non-parametric information has advantage of being distribution independent as well as insensitive to extreme values. The disadvantage of non-parametric information is the complexity, lower power and time required for computation. In contrast, parametric information is simple and easy to compute but rely upon the assumption of a “Gaussian” distribution, vide graphs III and IV. Parametric information is known to be generally robust even when the assumption of Gaussian distribution is violated. Moreover, I have been able to analyze and compute MVU estimator as a versatile indicator because it is contingent upon theory of sufficient statistics. The first step in deriving the MVU estimator is to obtain the sufficient statistic for the given probability density function which is assumed to be a function of observation vector such that the conditional probability density function of the observation vector does not depend on the unknown estimation parameters forms a sufficient statistic for estimation of the parameter.
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