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Université Sidi Mohamed Ben Abdellah
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Abstract

S.D. Berman gave in 1967 a formula of the minimal dis-
tance of the FG-codes (RadFG)i for i = 0,...,pm−1, where G is
a cyclic group of order pm, and F a finite field with characteris-
tic p. Our purpose in the present paper is to study codes over
finite rings using Berman’s ideas. More precisely, we prove
that if the code is free over an artinian local ring with finite
residue field, then the code has the propriety of the singleton
bound and its dimension is exactly that of its coordinatewise
projection. Furthermore, a formula for the code distance of
free cyclic codes over artinian local rings is established.

Keywords: cyclic codes, minimal distance, artinian local ring, coordinate-
wise projection.

1 Introduction

A code C of length n over a finite field F is a subset of the vector space F n.
If C is a subspace, we say that C is a linear code and its dimension k is its
dimension as a F -vector space. Elements of C are called codewords. The
Hamming distance d(x, y) on F n is given by

d(x, y) = | {i : xi 6= yi} |
1Recherche supported by Hassan II Academy as a part of a project in Applied Mathe-
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The Hamming weight of a vector x in F n is defined as d(x, 0). The minimum
(Hamming) distance d of C is

d = d(C) = min{d(x, y) : x 6= y ∈ C}

For linear codes, this is equivalent to the minimum Hamming weight of the
nonzero codewords of C.
A linear code C is said to be with parameters [n, k, d], if C is of length n,
dimension k and minimum distance d.
A linear code C of length n is cyclic if any cyclic shift of a codeword of C is a
codeword of C, i.e., if (co, c1, ..., cn−1) ∈ C then (cn−1, c0, ..., cn−2) ∈ C.
Let G be a finite group and F an arbitrary field. The group algebra FG of the
group G over the field F is defined as the algebra over the field F consisting of
all possible linear combinations

∑
g∈G kgg of the elements of the group G with

the coefficients kg ∈ F .
It is well known that a code of length n is cyclic if and only if it is an ideal of the
ring A = F [X]

(Xn−1)
. As the algebra A is isomorphic to the group algebra FG where

G = < a > is a cyclic group of order n, then cyclic codes may also be considered
as the ideals of the group algebra FG. Moreover, if G = < g | gpm

= 1 > is
a cyclic group of order pm, then the nontrivial ideals of the group algebra FG
are exhausted by the principal ideals Rj = ((g − 1)j)(j = 1, ..., pm − 1).
One of the serious problems in error correcting codes is the calculation of
the minimal distance of linear codes over finite fields. Indeed, a code with
minimum distance d can correct 1

2
(d−1) errors. More generally, the minimum

distance of linear codes over finite rings is the attention of authors who have
studied these codes. Several authors have studied relation between codes over
artinian local rings and its coordinatewise projection. To be more specific,
in [2] Walker proved that the minimum distance of a free linear code over an
artinian local ring with finite residue field is the same as of its coordinatewise
projection.

Motivating by the ideas of Walker, we succeeded in establishing an exact
formula for the minimum distance of free cyclic codes of length pn, where p is
the characteristic of the residue field. Further, some basic properties of free
codes over an artinian local ring with finite residue field are also obtained.

2 Distance of cyclic codes over finite fields

We begin with Berman’s theorem which gives the minimal distance of the
powers J i where J is the (jacobson) radical of the group algebra FG. This
theorem is essential in developing the proof of our main result.
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Theorem 2.1 ([1], Theorem 1.1)
Let G = < g | gpm

= 1 > be a cyclic group of order pm, F be a field
of characteristic p > 0, and I = ((g − 1)i) be an ideal of the algebra FG
(1 ≤ i ≤ pm − 1). We consider the p-expansion of the number i:

i = α1p
m−1 + .... + αm, (0 ≤ α1, ..., αm < p).

If α1 = ... = αm = p − 1, then I = (1 + g + ... + gpm−1) is one dimensional
ideal of the algebra FG and d(I) = pm. Let us assume that for at least one
j (1 ≤ j ≤ m) we have αj 6= p − 1, and let αr be the first of coefficients αj

satisfying this condition. Then

d(I) =

{
pr−1(αr + 2), when (αr+1, ...., αm) 6= (0, ..., 0),
pr−1(αr + 1), when (αr+1, ...., αm) = (0, ..., 0).

We need the next proposition in [4].

Proposition 2.2 Let G = < g | gpm
= 1 > be a cyclic group of order pm.

Then, for all x ∈ {0, ..., pm − 1} and a ∈ (1− g)xFG = (Rad FG)x,

a = (1− g)x(

pm−x−1∑
i=0

big
i).

From Proposition 2.2 it follows that {(1 − g)xgi} 0 ≤ i ≤ pm − x − 1 is a
basis of (Rad FG)x and therefore DimF (RadFG)x = pm − x.

Theorem 2.3 Let F be a field of characteristic p. Let C be a cyclic code of
length pn and dimension t ∈ N∗, Let a = pn − t. We consider the p-expansion
of the number a: a ∈ {1, ..., pn − 1},

a = α1p
n−1 + .... + αn,

where 0 ≤ α1, ..., αn < p.

1. If α1 = ... = αn = p− 1 then dist (C) = pn.

2. Otherwise, let αr be the first of coefficients αj such that αr 6= p−1. Then

dist (C) =

{
pr−1(αr + 1), if αr+1 = .... = αn = 0,
pr−1(αr + 2), otherwise.

Proof C is a cyclic code of length pn over the field F , then C is an ideal of the
group algebra FG where G is a cyclic group of order pn.
G = < g | gpn

= 1 > being a cyclic group of order pn, from [3, pp. 66-67 ]
it follows that the nontrivial ideals of the group algebra FG are exhausted by
the principal ideals Rj = ((a− 1)j)(j = 1, ..., pn − 1), where R = (RadFG) =
(g − 1)FG. Since DimF (Rad FG)pn−t = t, therefore C = (RadFG)pn−t.
To calculate the distance of (RadFG)pn−t, let a = pn−t = α1p

n−1 + ....+αn be
the p-expansion of the number a ∈ {1, ..., pn−1}. Applying Berman’s theorem
we conclude that:
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1. If α1 = α2 = ... = αn = p− 1, then dist (C) = dist ((RadFG)a) = pn

2. Otherwise, let αr be the first of coefficients αj such that αr 6= p − 1.
Then

dist (C) = dist((RadFG)a) =

{
pr−1(αr + 1), if αr+1 = .... = αn = 0,
pr−1(αr + 2), otherwise.

3 Distance of cyclic codes over local artinian

rings

In this section, we show that the minimum distance of free cyclic codes of
length pn, where p is a characteristic of the residue field, can be obtained by a
very easy way using the results of the preceding section.

Definition 3.1 Let A be a ring. A linear code C of length n over A is
a submodule of the free module Am. If C itself is isomorphic to a free A-
module, then we say C is a free code and we define the dimension of C to be
dim C = rankA(C).

In the rest of this paper, we will assume that A denotes a local Artinian ring,
a its maximal ideal, and π : A −→ A/a the natural surjection. Later, we will
assume that A/a is finite. Elements of An will be called vectors. A vector
which is an element of a code C ⊆ An will also be called a codeword.

Lemma 3.2 ([2], Lemma 3.2)
Let k < m be integers, and let f : Ak ↪→ An be any inclusion. Then f

splits. Hence, if C is a free linear code of length n and dimension k over A and
π : Am −→ (A/a)m denotes coordinatewise projection, then π(C) = C/aC.

Theorem 3.3 ([2], Theorem 3.4)
Let C be a linear code over A and C = π(C) its coordinatewise projection.

Let d and d denote the minimum Hamming distances of C and C, respectively.
Assume that C 6= {0}, so that d > 0. Then

• 1. d ≤ d, and

• 2. if C is free, then d = d.

Lemma 3.4 Let A be a local ring, a its maximal ideal, and F = A/a its
residue field. Let M be an-A module. Then µA(M) = dimF M/aM where
µA(M) is the number of minimal generators of M.

Proof : It suffices to prove that
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• (e1, ....en) generate M ⇐⇒ (e1, ....en) generate M/aM as a A/a-vector
space.

Indeed, if (ei)i=1,n generate M, then (ei)i=1,n generate M/aM as a A/a-vector
space. Conversely if (ei)i=1,n generate M/aM, then N + aM = M where N is
the submodule of M generated by (ei). Since a = Rad(A), using Nakayama we
find that N = M and therefore (ei)i=1,n generate M. Furthermore, if M is free
with rank n and (ei)i=1,n be a minimal system of generators of M, then (ei)i=1,n

is a minimal system of generators of the A/a-vector space M/aM . Thus
(ei)i=1,n is a basis of M/aM and rankA(C) = µA(M) = dimF M/aM.

We give the next theorem which called (The singleton bound) in the case of
linear codes over finite field.

Theorem 3.5 If C is free of parameters [n, k, d], then n− k ≥ d− 1.

Proof It’s a consequence of Theorem 3.3 and Lemma 3.4.

Definition 3.6 A linear code C of length n over A is cyclic if any cyclic
shift of a codeword of C is a codeword of C, i.e., if (co, c1, ..., cn−1) ∈ C then
(cn−1, c0, ..., cn−2) ∈ C.

Proposition 3.7 Let A be an artinian local ring with maximal ideal a and
residue field F = A/a which is finite of characteristic p, let C be a free cyclic
code over A of dimension t, and length pn. Let a = pn − t. We consider the
p-expansion of the number a:

a = α1p
n−1 + .... + αn, 0 ≤ α1, ..., αn < p,

for a ∈ {1, ..., pn − 1}.
1. If α1 = ... = αn = p− 1 then dist(C) = pn.

2. Otherwise, let αr be the first of coefficients αj such that αr 6= p−1. Then

dist(C) =

{
pr−1(αr + 1), if αr+1 = .... = αn = 0,
pr−1(αr + 2), otherwise.

Proof
C is a free code over A. If d is the distance of C, then by Theorem 3.3, we

have d = d where d is the distance of π(C) = C/mC = C.
It is obvious to verify that C is a cyclic code over the field F = A/a of length
pn. Then we can calculate its distance by Theorem 2.3. Let t′ = dim(C)
and p the characteristic of the residue field, from Lemma 3.4 it follows that
t′ = dim(C) = dimFC/aC = µA(C) = rankA(C) = dimA(C) = t. If d the
distance of C, it is known that d = d. Let a = pn − t′ = pn − t and let

a = α1p
n−1 + .... + αn

be the p-expansion of the number a. In the light of Theorem 2.3 we have
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1. If α1 = ... = αn = p− 1 then d = d = pn.

2. Otherwise, let αr be the first of coefficients αj such that αr 6= p − 1.
Then

d = d =

{
pr−1(αr + 1), if αr+1 = .... = αn = 0,
pr−1(αr + 2), otherwise.

4 Conclusion and Open Problems

In this paper we show that, for codes over finite rings, we can find some results
similar to codes over finite fields. In fact when the code is free over an artinian
local ring with finite residue field, then the code has the basic propriety called
(The singleton bound). Further, if we consider cyclic codes of length power of
p, this enables us to give an exact formula of minimal distance. It has been
shown that if C is a free cyclic code of length pn, then the minimum Hamming
distance can be calculate in very easy way using the p-expansion of the number
pn − t, where t is the dimension of the cyclic code.

In this work we have studied free cyclic codes over an artinian local ring of
length pn where the prime p is the characteristic of the residue field. Now it
is naturel to ask what we can say if the cyclic code has length different from pn ?
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