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Abstract

This paper presents a new algorithm to find a non-zero real
root of the transcendental equations using hyperbolic tangent
function. Indeed, the new proposed algorithm is based on the
combination of hyperbolic tangent series and Newton Raphson
method, which produces better approximate root than Newton
Raphson method. The implementation of the proposed algo-
rithm is programmed in MATLAB and Maple. Certain nu-
merical examples are presented to wvalidate the efficiency of
the proposed algorithm. This algorithm will help to implement
in the commercial package for finding a real root of a given
transcendental equation.

Keywords: Algebraic equations, Transcendental equations, Hyperbolic Tan-
gent, Newton Raphson method.
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1 Introduction

The root finding algorithms in science, engineering and computing are play-
ing important role to compute roots of transcendental functions. A root of a
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function f(z) is a number ‘a’ such that f(a) = 0. Generally, the roots of tran-
scendental functions cannot be expressed in closed form or cannot be computed
exactly. The root-finding algorithms give us approximations to the roots, these
approximations are expressed either as small isolating intervals or as floating
point numbers. The solution of the equation ¢(z) = s(z) is nothing but to find
the roots of the function f(x) = t(x) — s(z). It is seen that several root finding
algorithms are available in literature. Most of the algorithms use iteration,
producing a sequence of numbers that hopefully converge towards the root as
a limit. They require one or more initial guesses of the root as starting values,
then each new iteration of the algorithm produces a successively more accurate
approximate root in comparison of previous iteration. The purpose of existing
algorithms is to provide higher order convergence with guaranteed root. Many
existing algorithms do not guarantee that they will find all the roots; in partic-
ular, if such an algorithm does not find any root, that does not mean that no
root exists. There are many well known root finding algorithms available, (for
example, Bisection, Secant, Requla-Falsi, Newton-Raphson, Muller’s methods
etc.) to find an approximate root of algebraic or transcendental equations. If
the equation f(z) = 0 is an algebraic equation, then there are many algebraic
formulae available to find the roots. However, if f(z) is a polynomial of higher
degree or an expression involving transcendental equations such as trigonomet-
ric, exponential, algorithmic etc., then there are no algebraic methods exist to
express the root.

1.1 Literature Review

It is known that the Bisection method is used to find a root of the transcen-
dental equations. It is based on the repeated application of intermediate value
property [8,21]. This method begins with two initial approximations with op-
posite signs of the corresponding functions. Since the order of convergence of
this method is one, the error decreases linearly with each step by a factor of
0.5, hence the convergence is slow. To obtain desired accuracy, a large num-
ber of iterations are required, however it gives a guaranteed convergence to a
root. Eiger (1984) used Bisection method for solving the system of non-linear
equations. Eiger’s programme was based on topological degree of mapping
and a simplex-bisection scheme [5]. After that Vrahatis and lordanidis(1986)
proposed rapid generalization method of Bisection for solving system of linear
equations. In the proposed method, system of linear equation are based on
the non-zero value of topological degree [15]. Bisection method is not only
useful for finding the roots but also several applications such as to find the
maxima or limit of continuous function in a closed interval [6]. In this ref-
erences, Wood (1992) has given useful generalization of Bisection method to
higher dimensions [6]. Novak et al.(1995) have given hybrid Secant-Bisection
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method to find a root. They have stressed and analyzed adaptive stopping rule
which is exponentially more powerful than non-adaptive stopping rule [4]. An
improved version of Bisection method and Miillers with global and asymptotic
convergence of non-linear equations was given by Xinyuan Wu (2005). This
proposed algorithm is more effective than other previous methods. The mod-
ification in Muller method by incorporating Bisection property, they obtained
better converges order as compared to previous [34]. Yakoubsohn (2005) used
Bisection-Exclusion method for finding the zeros of univariate analytic func-
tions [7]. The complexity of the bisection method was discussed by Gutierrez
et al.(2007). They have found subexponential asymptotic upper bound for the
number of triangles created on mesh obtained by iterative bisection method [1].
Bachrathy and Stepan (2012) proposed multidimensional bisection method for
solving the system of non-linear equations. This method is able to find the
roots where number of unknowns are larger than or equals to the number of
equations [2]. Thus there are several such applications of Bisection method.
Because of the slower convergence of Bisection method, researchers were inter-
ested to investigate new algorithms with guaranteed root.

Further in the literature, this method has been implemented by the re-
searchers to obtain most approximate root having higher convergence [35]. In
this context, Regula-Falsi method adopted the concept of straight line and
made to speed up bisection method retaining its guaranteed convergence with
order of convergence higher than Bisection method. In 1971, Dowell and Jar-
ratt investigated the revised form of Regula-Falsi method just by replacement
of new-function to half of the some intermediate function. They obtained bet-
ter convergence than previous Regula-Falsi Method [3]. Later on, Saeid and
LIAO (2008) studied a new modifications in false position method based on
homotopy analysis method (HAM) [28]. Wu and Wu (2000) [36] discussed
quadratic convergent algorithm without using the derivative function. Stef-
fensen’s method was used to obtain the final algorithm. Later on, Wu et al.
(2003) [35] have given a new algorithm by employing Steffensen’s method of
accelerating convergence after using standard Regula-Falsi method(RFM). In
their proposed algorithm, they developed a new root finding with global con-
vergence of non-linear equation. Zhu and Wu (2003) [37] discussed derivative
free method of third order. Further, researchers were interested to find the
root using a single approximation. Therefore, Newton-Raphson method was
proposed in this direction.

Newton-Raphson method is generally used to improve the root obtained by
one of the above methods. This method used the concept of tangent at the ini-
tial approximation point. The next approximate root takes those values where
the tangents intersect the z-axis. So this method fails where tangent becomes
parallel to x-axis. Since the Newton-Raphson method converges second order
accurately, therefore it converges very rapidly than other methods (Bisection,
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Regula-falsi, etc.). However, it may not always gives guaranteed root. Johan
and Ronald (1994) discussed different sufficient conditions for the convergence
of Newton-Raphson Method. They have mentioned some possible conditions
for convergence of Newton-Raphson Method by converting the first derivative
into some other functions [9]. In another study, Kanwar et al. (2005) given a
new class of iterative technique with quadratic convergence and can be applied
as the alternative of Newton-Raphson method. In their proposed algorithm a
new parameter has been inserted in such away that the corresponding func-
tion and its derivative has same sign. When this new parameter equals to zero
then it automatically converted into Newton-Raphson method [16]. Kanwar
et al. (2005) have studied third-order iterative methods for solving non-linear
equations. Using the above concept, they have given third-order multi-point
methods without using second derivative [17]. Sharma and Goyal (2006) [10]
presented fourth order derivative-free methods for solving non-linear equations.
This algorithm was developed using Steffensen’s method, which used the ideas
of forward and backward difference approaches. It has been found that all the
methods are classified into two category namely one-step method and two step
methods [18].

Noor and Ahmad (2006) [19] presented predictor-corrector method type
iterative method by using standard Regula Falsi Method (RFM). The new
developed algorithm was also compared with the previous methods and found
better. Later on, Noor et al.(2006) suggested and analyzed several two-step
method for solving non-linear equations. After that, they have given three-
step iterative methods having third order convergence [20]. Chen and Li (2006,
2007) have improved the RFM and named as improved exponential Regula-
Falsi method for solving non-linear equations. In their modified method, they
used an exponential iterative methods accelerating after employing classical
RFM. This new modified method has asymptotic quadratic convergence [11,
12]. Jinhai Chen (2007) [13] has given quadratic convergence algorithm in
which they employed two new iterative methods after using standard RFM to
accelerate the rate of convergence.

Order of Newton-Raphson method for multiple roots was also discussed
in the paper [9]. Sagraloff and Mehlhorn (2013) presented Descartes method
for computing the root of the polynomial equations. By using this method, it
is found good approximations of the polynomial coefficients. Their algorithm
may also be applicable to implement the isolating intervals to an arbitrary
small size [29]. John Abbott (2014) presented quadratic interval refinement
for real roots. The new method was based on classical Bisection algorithm and
Newton-Raphson Method. This new algorithm does not required to evaluate
the derivatives [14]. T. Gemechu (2017) [31] derived several methods based
on Taylor’s expansion. There are some other algorithms available, see for
example, [22-27,30,32,33].
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In this work, the proposed new algorithm is based on hyperbolic tangent
function and Newton-Raphson methods, which provides faster roots in com-
parison of the previous methods. The new proposed algorithm will be useful
for computing a real root of transcendental equations. The rest of the paper
is as follows: Section 2 describes the proposed method, their mathematical
formulation, calculation steps and flow chart; implementation of the proposed
algorithm in Matlab and Maple is presented in Section 3 with sample com-
putations; and Section 4 discuss some numerical examples to illustrate the
algorithm and comparisons are made to show efficiency of the new algorithm.

2 Main Results

2.1 A Hyperbolic Tangent Algorithm

The new hyperbolic tangent iterative formula using tanh is proposed as

Tpil = Tp {1+tanh<%)], n=0,1,2,.... (1)

By expanding this iterative formula, one can obtain the standard Newton-
Raphson method as in first two terms. This is shown in the following theorem.

Theorem 2.1. Suppose o # 0 is a real exact root of f(x) and 0 is a suffi-
ciently small neighbourhood of . Let f"(x) exists and f'(x) # 0 in 0. Then
the iterative formula given in equation (1) produces a sequence of iterations
{z, :n=0,1,2,...} with order of convergence p > 2.

Proof. The iterative formula given in equation (1) can be expressed in the

following form
—f(@n)
ne1 = Tp |1+ tanh | ——= ) | .
LTpy1 =X { + tan (Inf’(ivn)

Since

lim tanh (ﬂ) =0,

Tn—a xnf,<xn)

and hence x,,1 = a.
Using the standard expansion of tanh(x) as

1 2 17 62
tanh(z) = ¢ — —g3 4 S5 LT P2 0 9
anh{r) =2 = 527+ 752" = 3750 + 35357 2)
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, we have

b

and from equations (1) and (2)

n+1 = Tp |1+ tanh
Tpt1 x{+an (:an/xn

B () - e ) (e

Since f(z,) ~ 0, when we neglect higher order terms, then above equation
becomes Newton-Rapson method. Indeed, we have the following formulae
obtained from first two terms, three terms and four terms of the expansion
respectively.

o =1 X
o= oo~ f5 5 (F) o
=g e (Fen) ~wa () - O

In the above equations, we obtained Newton-Rapson method having quadratic
convergence in first two terms. Therefore, the order of convergence of proposed
algorithm is at least p > 2. O

2.2  Steps for Computing Root

I Select an approximation z, # 0.
IT Apply the iterative formula given in equation (1).

ITT Repeat Step II until we get desired approximate root, forn =0,1,2,....

2.3 Flow Chat

Flow chat of the proposed algorithm is presented in Figure 1

3 Implementation of Proposed Algorithm

In this section, we provide the implementation of the proposed method in
MATLAB and Maple.

—f(2,)

T [ (20

))




An Algorithm to Compute Real Root ... 7

Select Approximate non-zero root x,

\ 4

A 4

Xpq =X,[ 1+ tanh(ﬂj
x,f(x,)

A A 4

If approximate root is not If approximate root is satisfy the
satisfy the desired residual desired residual then STOP

Figure 1: Flow chart for proposed algorithm

3.1 Implementation in MATLAB

The following a data type TanhNewton(f,x0,esp,n) gives the implementa-
tion in MATLAB, where f is given non-linear transcendental function, x0 is
the initial approximation of the root, esp is the relative error and n is the
number of iterations required.

function root = TanhNewton(f,x0,esp,n)
iter = 0; ea = 0; xn = x0;
fd = inline(char(diff (formula(f))),’x’);

disp(? ——-———mmmmm ¥
disp(’ No Root f (Root) %error ’);
disp(? —--—————mmmmmmmmmm ¥

while (1)

xnold = xn;

xn =x0* (1+tanh (-f (x0) / (x0*£fd(x0))));

Xnnew = xn;

disp(sprintf (’%4d %10.4f %10.2f %8.2f’,iter+1,xn,f(xn),ea));
iter = iter + 1;

if xn = 0, ea = abs((xn - xnold)/xn) * 100; end

x0 = xn;

if ea <= esp | iter >= n, break, end



8 S. Thota and V. K. Srivastav

end

disp(’ —===———m-——mmmmmmom oo ") ;
disp([’Given function f(x) = ’ char(f)]);
disp(sprintf (’Approximate root = %10.10f’,xn));

3.2 Implementation in Maple

The following a data type TanhNewton(f,x0,n) gives the implementation in
Maple, where f is given non-linear transcendental function, x0 is the initial
approximation of the root, and n is the number of iterations required.

TanhNewton:=proc(f,x0,n)
local iten, fxO0;
for iten from 1 by 1 while iten < n+l
do
printf("Iteration %g : ", iten);
x0:=(x0* (1+tanh (-subs (x=x0, f) / (xO*subs (x=x0,diff (f,x))))));
fx0:=subs(x = x0, f);
end do;
return x0,fx0;
end proc:

Sample computations using the implementation of the proposed algorithm are
presented in Section 4.

4 Numerical Examples

This section provides some numerical examples to discuss the algorithm pre-
sented in Section 2 and comparisons are taken into account to conform that
the algorithm is more efficient than other existing methods.

Example 4.1. Consider a transcendental equations of the following type.
We find approzimate root using formulae given in equations (3), (4) and (5)
to show the convergence of the proposed algorithm. To find approximate root,
we start with an initial approximation as 1.5, and we have the exact real root

15 1.95. )
x
sin T (6)

Example 4.2. Consider the following transcendental equations [12]. We
compare the number of iterations required to get approximation root with ac-
curacy of 1071, The numerical results are provided in Table 2.
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Table 1: Comparing approximate root using formulae given in equa-
tions (3),(4),(5)
Tteration | Newton-Raphson | Equation No. | Equation No. | Proposed
No. method (3) (4) (5) method
1 2.140392773 2.101485079 | 2.102903404 | 2.104126848
2 1.952008946 1.946583227 | 1.946782457 | 1.946955261
3 1.933930574 1.933841859 | 1.933844596 | 1.933847006
4 1.933753780 1.933753767 | 1.933753767 | 1.933753767
5 1.933753763 1.933753762 | 1.933753762 | 1.933753763
6 1.933753763 1.933753762 | 1.933753762 | 1.933753763
a. f(z) =1In(x), with initial approximation 0.5.
b. f(z) =2 — @ 4 1, with initial approzimation 4.
c. f(x)=11z" — 1, with initial approzimation 1.
d. f(z) =xe ™ — 0.1, with initial approzimation 0.1.

Table 2: Comparing No. of iterations by different methods

Exact Regula Falsi | Newton Raphson | Steffen | Proposed

Fun. Root method method method method
a. 1.00000 27 Divergent Failure 4
b. | 1.69681 & 0 32 Not Convergent Failure 6
c. 0.80413 101 7 Divergent 5
d. 0.11183 15 Failure Failure 3

The numerical results given in Table 2 shows that the proposed method is
more efficient than other methods.

Example 4.3. This example gives the sample computation using MatLab
and Maple implementation as described in Section 3. Consider a transcenden-
tal equation of the form

flz)=€e"—x

with nitial approximation of the root as 0.1.
Using MatLab tmplementation, we have the following computations.

f=inline(Cexp(-x) - z’,’x’);
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function root = TanhNewton(f,0.1,0.00001,10)

No Root f(Root) serror

1 0.1999572486 0.618809 0.00

2 0.3870375308 0.292028 48.33647057

3 0.5501277253 0.0267484 29.64587804

4 0.5670852558 9.09495e-05  2.990296490

5 0.5671432899 8e-10 0.01023270504

6 0.5671432903 2e-10 7.052891340%10°8
7 0.5671432907 -5e-10 7.052891332%10°8
8 0.5671432904 -0 5.289668502x10°°

Given function f(z) = exp(-z) - z
Approzimate root = 0.5671432904

Using Maple implementation, we have the following computations.

> f:= exp(-z) - :
> TanhNewton(f,0.1,10);

Iteration 1 : 0.1999572486
Iteration 2 : 0.3870375308
Iteration 3 : 0.5501277253
Iteration 4 : 0.5670852558
Iteration 5 : 0.5671432899
Iteration 6 : 0.5671432903
Iteration 7 : 0.5671432907
Iteration 8 : 0.5671432904
Iteration 9 : 0.5671432904
Iteration 10 : 0.5671432904

One can use the implementation of the proposed algorithm to speed up the
manual calculations.

5 Conclusion

In this present work, we presented a new algorithm to compute an approximate
root of a given transcendental function better than previous existing methods
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as illustrated. The proposed new algorithm was based on hyperbolic tangent
function having better convergence than previous existing methods (for ex-
ample, Bisection, Regula-Falsi, Newton-Raphson, Steffen method etc.). This
proposed algorithm is useful for solving the complex real life problems. Imple-
mentation of the proposed algorithm in Matlab and Maple is also discussed.

6

Open Problem

Does proposed algorithm helpful to create another new method/algorithm us-
ing arc-tangent function to compute a real root of transcendental equation?
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